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Visual Word Recognition Patterns of Hungarian-English 

Bilinguals – Homograph Effect in Bilingual Language Decision1 
 

The present study is part of a larger-scale research in which the processes of written word recognition 

are studied in bilinguals. The research goal of our lexical decision experiments is to gain information 

about the temporal characteristics of recognition at the orthographic, phonological, and semantic levels 

of processing. The research questions concern behavioral differences and the ERP components of 

recognizing English words, Hungarian words, and interlexical homographs. 23 Hungarian-English 

bilingual participants were tested in an Electroencephalogram laboratory. In recognition of Hungarian 

and English words and homographs, the mean response language per participant indicated high accuracy 

for both Hungarian and English conditions (96% and 98%, respectively). In contrast, the homographs 

are biased towards English responses (27% Hungarian response). The multiple comparisons confirmed 

no difference in the mean response times of Hungarian and English words, whereas the interlexical 

homographs produced around 150 ms longer responses. In recognition of Hungarian and English words, 

there was no difference between the two categories in the early recognition phases, corresponding with 

the orthographic-phonological level. However, the neural representation of the two languages differed, 

later reflecting the differences in semantic or decision-related processes. In the case of the Hungarian-

English interlexical homographs, the ERP waveforms did not show significant differences between the 

items perceived as English or Hungarian. Although there is a difference between the brain activations 

in the temporal and frontal electrode sites, this difference is insignificant. These data coincide with the 

former findings related to the homograph effect (Navracsics & Sáry, 2013), which explains that 

participants are exposed to a greater cognitive burden in the recognition, and the reaction time is longer 

due to the fact that both lexicons are active. 

 

Keywords: EEG, ERP, bilingual visual word recognition, interlexical homographs, language decision 

test 

 

1. Introduction 

1.1 Visual word recognition and reading 
Bilingual written language processing can be studied by observing the brain 

activations during the processing of the two languages in a bilingual mode, paying 

particular attention to the frontal, temporal, parietal, occipital, occipito-parietal 

lobes, as well as the central parts of the brain. 

                                                           
1 We acknowledge the financial support of Széchenyi 2020 under the EFOP-3.6.1-16-2016-00015. 
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The visual cortex, located at the back part of the brain, is the first brain area 

where the processing of visual information starts. The ventral pathway, which 

includes several cortical and subcortical areas, also has a significant role in visual 

recognition. All these areas create neural activities in the visual processing areas, 

which process different aspects of perception, such as shape, color, depth, 

location, movement, etc. (De Groot, 2011). These pieces of information then go 

to the temporal lobe, where the recognition occurs. Later, some information 

travels to the frontal lobe, revealing its significance and meaning. At this point, 

different components connect, and at the end of the whole process, a conscious 

recognition occurs (Yamins et al., 2014). 

The initial reading stage also takes place in the visual cortex, which sends the 

information toward the brain's language areas. The information arrives at the 

word-recognition area, which can distinguish between objects and written words. 

In the auditory cortex, written words are transformed into phonological elements 

so they can be ‘heard’ inside. Broca’s area is the center of recognizing written 

words as meaningful utterances by connecting written and spoken words. The 

information arrives at the temporal lobe, which matches the words to their 

meanings by retrieving memories (Carter, 2009). 

The hierarchy of the language system influences reading. The visual form of 

words (orthography) is the most influencing factor in word recognition, even for 

an experienced reader (Csépe, 2006). Besides orthography, phonology and 

semantics also play an essential role in visual word recognition. 

Visual language processing is exceptionally significant for bilinguals learning 

to read since written language comprehension is based on successful word 

recognition. Although identifying written words is well-researched in 

monolingual contexts, bilingual visual language processing is still under-

researched, especially with Hungarian as a component of bilingualism. Research 

into bilingual word processing can provide crucial information for researchers and 

teachers who deal with bi- or multilingual children and facilitate their literacy 

development. The perception of the visual word is a fundamental skill in everyday 

activities such as reading. Studies concerning visual word recognition of 

bilinguals are essential since numerous bilingual students attend monolingual 

educational institutions, and teachers have to be aware of the processes in the 

bilingual students’ minds while reading since they have to cope with two 

languages. Word recognition patterns of orthographically related languages (e.g., 

English and Dutch) are presumably the same at lower (orthographic and 

phonological) levels. However, semantic recognition is strongly language-

specific. In the case of orthographically unrelated languages (e.g., Hungarian and 

Chinese), language-specific characters help the recognition process. Hungarian 

has a shallow writing system; there is a grapheme-phoneme correspondence in it, 

unlike English, which has a deep one. The present study aims to shed light on the 
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temporal aspects of Hungarian and English written word recognition in the 

bilingual mind. 

 

1.2 Storage hypothesis and the bilingual mental lexicon 
The mental lexicon does not contain words in alphabetical order (Aitchison, 

1987). Instead, information is stored in a thematic arrangement. The mental 

lexicon contains all the information (phonological, morphological, syntactic, 

semantic) about individual words or morphemes. The bilingual mental lexicon is 

the key to understanding the nature of language organization in the brain. For a 

considerable time, the question of the storage of languages has been in focus in 

the psycholinguistics aspects of bilingualism research (Navracsics, 2007; 

Pavlenko, 2009; Singleton, 1999). The study of the bilingual mental lexicon and 

how we store the languages are closely related to brain lateralization. 

Early aphasics research showed equal involvement of the two hemispheres in 

language production and perception (Zatorre, 1989; Solin, 1989). Recent 

neuroimaging findings deny it, and researchers claim that there are significant 

individual differences in storage and processing. The relationship between the two 

languages of a bilingual also varies from individual to individual as the age and 

manner of second language acquisition and language proficiency level are crucial 

influencing factors. 

The five most common hypotheses on brain lateralization in the case of 

bilinguals (Hull & Vaid, 2005; Vaid & Hall, 1991) are the following: (i) L2 

hypothesis: the right hemisphere is more involved when bilinguals process their 

L2 than when they process L1. In processing L1, their left hemisphere is involved 

to the same extent as in language processing by monolinguals. (ii) Balanced 

bilingual hypothesis: in both L1 and L2 processing, high-proficient bilinguals use 

their right hemisphere more than monolinguals. (iii) Stage of L2 acquisition 

hypothesis: in the initial stages of L2 acquisition, the right hemisphere is more 

involved in processing, and the involvement of the left hemisphere grows with the 

increase of L2 proficiency (Obler, 1981). (iv) Manner of L2 acquisition 

hypothesis: if the bilingual individual informally acquires L2, the right 

hemisphere is more involved than in a formal manner. (v) Age of L2 acquisition 

hypothesis: if there is only a small gap between the acquisition of L1 and L2, the 

lateralization pattern will be similar for both languages, i.e., early bilinguals show 

a similar, while late bilinguals – a different pattern for their two languages (Vaid 

& Genesee, 1980). 

De Groot (2011) assumes that the left hemisphere plays a more prominent role 

in linguistic behavior, so language is lateralized in the left hemisphere in most 

people. However, there are other presumptions, according to which manner and 

age of acquisition play an important role in hemisphere lateralization. Suppose 

the second language is acquired in childhood. In that case, it is more semantics-



PETRA IHÁSZ – ANDRÁS BENYHE – GYULA SÁRY –  

ZOLTÁN JUHÁSZ – JUDIT NAVRACSICS 

  39 

 

based, and the left hemisphere is more involved, while the more acoustics-based 

second language learning in adulthood results in the right hemisphere being more 

involved in production and perception (Marrero et al., 2002). Informal second 

language acquisition involves the subcortical structures, such as the basal ganglia 

and the cerebellum, and the two languages have shared storage, while second 

language learning through an instructional way is located in the cerebral cortex; 

hence L1 and L2 are stored separately (Fabbro & Paradis, 1995; Fabbro, 2000). 

In conclusion, the later the second language acquisition starts, the greater the 

difference between the two hemispheres' lateral organizations. Mechelli et al. 

(2004) reveal that bilingual adults have greater gray matter density, especially in 

the inferior frontal cortex of the brain’s left hemisphere, which is the center of 

language and communication. This type of increased density is observable in 

bilinguals who started learning their second language before the age of five. Hull 

and Vaid (2007) support this idea in their meta-analysis of 66 healthy subjects. 

They discovered that the age of acquisition determines functional lateralization.  

Both structural and functional imaging studies (McLaughlin et al., 2004; 2010) 

show that the brains of adult L2 learners change before their behavior actually 

realizes the learning processes, and they confirm that these changes are dynamic 

over time. Furthermore, recent neuroscience evidence (Bice & Kroll, 2015; 

Chang, 2012, 2013) indicates that L2 begins to change L1, even in the beginner 

stage of L2 learning. Ameel et al. (2005) find that L1 does not look strictly the 

same for bilinguals as for monolingual speakers of the very same language. Co-

activation of both languages occurs at all levels of language processing, such as 

lexicon (Malt et al., 2015), grammar (Dussias & Scaltz, 2008), and phonology 

(Goldrick et al., 2014). 

 

1.3 Visual word recognition models 
The main focus of bilingual visual word recognition is the neurocognition of 

multiple languages. The main questions are the following: (i) how bilinguals 

select between their languages; (ii) how the conceptual meanings are associated 

with individual words; and (iii) whether each language has a separate conceptual 

storage space or not. 

 

1.3.1 The Bilingual Interactive Activation+ (BIA+) model 
Several models demonstrate bilingual word recognition, such as the Bilingual 

Interactive Activation (BIA) model and the Semantic, Orthographic, and 

Phonological Interactive Activation (SOPHIA) model. Still, according to our 

research, the Bilingual Interactive Activation+ (BIA+) model is the most relevant. 

In this model, the input is checked by the sublexical orthography and sublexical 

phonology, which continuously interact with each other. Then the information is 

forwarded to the subsystem of lexical orthography and lexical phonology, which 
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are also connected. The language nodes and semantics check the input, and the 

language gets selected. It is an interactive model since all levels are 

interconnected, and there is transparency between the subsystems. The 

information can be sent back to the previous subsystem to confirm. When the 

target language is chosen, the semantics of the word is checked. The task/decision 

subsystem receives the information from the word identification subsystem, 

where the correct language is identified and activated (Dijkstra & Van Heuven, 

2002). 

 

1.4 Single-word processing 
An efficient method for uncovering the neural background of word recognition is 

electroencephalography (EEG) and the extraction of Event-Related Potential 

(ERP) components. EEG is a non-invasive technique which measures brain 

electrical activity with high temporal precision and a limited but useful spatial 

localization. By averaging together the EEG data in a stimulus-onset-centered 

timeframe, we can assess the changes in electrical activity related to the 

processing of a stimulus (the ERP waveform). After the onset of a visual stimulus, 

the visual system gets activated, indicated by a series of positive and negative 

deflections in the ERP waveforms in the occipital electrode sites. The first such 

wave is the P100 component (positive deflection at 100 ms), related to lower-level 

visual processing (primitive shapes, possibly letters). The following crucial 

component is the N170 (negative deflection peaking around 170 ms) that reflects 

higher-level processing to the visual processing of words. The N400 (negative 

deflection peaking at 400 ms) is a more centrally located ERP component that 

reflects the semantic processing of words and other meaningful stimuli. This 

moment is when lexico-semantic processing identification occurs, with less 

expected words producing higher amplitude N400 (Carreiras et al., 2013). 

In language decision tasks, pseudo-words evoke larger amplitude N400s than 

words (Braun et al., 2006). According to Braun et al. (2006), the amount of neural 

activity depends on two critical factors: (i) the difficulty of the visual word 

processing itself; (ii) neural activity is affected by the global amount of 

information. 
 

1.5 The recognition of interlexical homographs 
Orthographically identical but phonologically and semantically different words in 

the two languages are interlexical homographs (e.g., comb, eleven, etc. in English 

and Hungarian). A particular subcategory of interlexical homographs are cognates 

(e.g., film, café, farm, park, opera, taxi, etc.), which have identical spelling and 

share meanings across languages (De Groot, 2011). 

Psycholinguistic studies of bilingual language processing agree that 

representations from different languages (having alphabetic orthographical 
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system) are simultaneously activated, and bilinguals cannot completely deactivate 

either of their languages, and the information in the other language is also being 

assessed (Kroll et al., 2015; Van Heuven & Dijkstra, 2010). Previous findings 

have confirmed that cross-language interaction exists in the case of bilinguals 

while reading, listening, and speaking, regardless of their proficiency levels (Kroll 

& De Groot, 2005). ERP studies have also proved that there is a parallel activation 

of lexical information of the two languages (Elston-Guttler et al., 2005), 

especially in the case of interlexical homographs, since they have unique cross-

linguistic features (Studnitz & Green, 2002). 

The general purpose of presenting homographs is to discover if lexical 

activation is embedded in the language (language-selective) or not (language-

nonselective). To be more specific, the question is whether both meanings are 

activated or only the contextually appropriate language when an interlexical 

homograph is presented to a bilingual. 

Beauvillain and Grainger (1987) were the first to test how bilinguals process 

interlexical homographs in isolation. They used a cross-language primed lexical 

decision test, in which a set of stimulus pairs was presented to English-French 

bilinguals. The stimulus pairs contained a French prime word, and an English 

target word (or non-word), and the words were presented successively. The 

participants were asked to read each prime and then make a lexical decision on 

the following target. Most primes were French words, but some were English-

French interlexical homographs. The researchers found that in the beginning, both 

meanings of the interlexical homograph primes were activated, and after a little 

while, the inappropriate meaning was deactivated. Both lexicons were activated 

since bilinguals participated in the task in a bilingual processing mode. Green and 

Abutalebi (2013) introduced the Adaptive Control Hypothesis, which says that 

the degree of activation is dynamically adaptive. The hypothesis relies on the fact 

that the state of bilingual mode alters according to the context. This was also 

confirmed by Grosjean (1998, 2001), whose Language Mode model indicates that 

bilinguals experience different states of activation of their languages and language 

processing mechanisms at a given time. De Groot (2011) presents the Language 

Mode theory as an explanation for the language-nonselective processing of 

interlexical homographs. 

Researchers also tried to find proof for co-activation in the non-target lexicon 

without suspecting the dual-meaning activation theory. In the study of Kerkhofs 

et al. (2006), responses to interlexical homographs and unilingual control words 

(words existing only in the target language) were compared with each other. 

Features that might influence word processing were monitored, and they found 

that word frequency is a salient contributing factor. 

The lexical decision task is one of the most frequently used methods of testing 

bilingual visual word recognition. It reveals differences in reaction time and the 



PETRA IHÁSZ – ANDRÁS BENYHE – GYULA SÁRY –  

ZOLTÁN JUHÁSZ – JUDIT NAVRACSICS 

  42 

 

number of errors between interlexical homographs and control words (Navracsics 

& Sáry, 2013). In the Hungarian-English bilingual visual word recognition study 

of Navracsics and Sáry (2013), the homograph effect was observable: the reaction 

time of the recognition of homographs was significantly longer than that of non-

homographs. The researchers also found that the reaction time increased when 

participants recognized them as Hungarian words (0.94-1.04s). In contrast, 

recognizing homographs as English words took shorter (0.86s), though the 

difference was insignificant. They concluded that the increased reaction time in 

recognition of homographs is because more semantic areas are involved. They 

also discovered that decision-making in the case of homographs highly depended 

on word frequency, similar to the findings by Dijkstra et al. (2000) and De Groot 

(2011). The reaction time in recognition of homographs is longer if their meaning 

is more frequent in the non-target language. The rejection of the non-target 

meaning and the access to the appropriate language increase recognition time. 
 

1.6 The present study 
The present study seeks to investigate the temporal characteristics of written word 

recognition. The research questions concern the behavioral and 

electrophysiological correlates of recognizing English words, Hungarian words, 

and interlexical homographs. 

For this study, the following research questions were formulated: (i) do highly 

proficient L2 users have the same latencies of language recognition in both their 

languages; (ii) do the neural responses differ during the recognition of L1 and L2 

words; (iii) does the language recognition of homographs differ from non-

homographs; (iv) what are the influencing factors of language recognition. 

Our hypotheses are as follows: (i) highly proficient L2 users have the same 

latencies of word recognition in both their languages; (ii) the recognition of the 

two languages has the same activation patterns; (iii) the recognition of 

homographs is longer than non-homographs; (iv) word frequency and language-

specific characters have a decisive role in visual word recognition. 
 

2. Methods 

2.1 Participants 
Twenty-three Hungarian–English bilingual volunteers (10 males, mean age: 24.57 

yrs, 19 right-handed) were tested in an EEG laboratory. All of them were native 

speakers of Hungarian with C1 level English proficiency, and they all use English 

at work and in their everyday lives. They spend at least half an hour a day reading 

English books and articles. The majority actively uses English for several hours a 

day on average. None of the participants lived in an English-speaking country for 

over three months. They come from Hungarian monolingual families and use 

Hungarian at home. All of them are late bilinguals; they started acquiring English 
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in an instructed manner at primary or secondary school (the mean age of 

acquisition is 9.97 years). They all had normal or corrected-to-normal (glasses or 

contact lenses) vision; no hearing impairment, language disability, learning 

disability, or any history of neurological illness was reported. 
 

2.2 Procedure 
The study had the approval of the Local Ethics Committee. Before the test, a 

consent form and instructions were handed to each participant, who had to read 

and sign it. Participants were informed that the experiment takes approximately 

one hour, it is non-invasive, i.e., it does not cause physical pain or inconvenience, 

and they can interrupt the experiment at any time without any consequences. 

Before the EEG experiment, participants completed a non-standardized 

language background questionnaire about their Hungarian and English language 

use. They also completed a standardized questionnaire (Language Experience and 

Proficiency Questionnaire – LEAP-Q), in which they had to list all the languages 

they know in order of dominance, list all the languages they know in order of 

acquisition, list the percentage of time they currently and on average are exposed 

to each language, whether they have lived abroad for a more extended period, etc. 

(Marian et al., 2007). 

Participants were asked to minimize any movement during the test to diminish 

the data's noisiness. 
 

2.3 Test materials 
The language decision test included 180 monosyllabic words: 60 Hungarian (e.g., 

bál, cím, lyuk), 60 English (e.g., age, cat, hair), and 60 interlexical homographs 

(e.g., comb, hold, mind) and cognates (e.g., blog, film, lift). We used the 

Hungarian National Corpus (HNC) for Hungarian and the Corpus of 

Contemporary American English (COCA) for English to control for word 

frequency. We calculated the Zipf-frequencies of all items as the ten-base 

logarithm of the frequency per billion words. The Zipf-frequency of Hungarian 

words was 4.29 (±0.76 SD) and that of English – 4.77 (±0.42 SD) in their 

respective corpora. The Zipf-frequency of homographs was 4.25 (±0.88 SD) in 

the Hungarian corpus and 4.6 (±0.80 SD) in the English corpus, and the 

Hungarian-English frequency difference was -0.35 (±1.00 SD). Since all 

participants were Hungarian, they were familiar with all Hungarian words. 

According to the Oxford Dictionary (www.oxforddictionaries.com), all English 

words in the list belong to A1-B1 levels. Participants were asked to decide 

whether the word on the screen was Hungarian or English and click on the 

computer mouse's left (English word) or right (Hungarian word) button. Words 

appeared on the screen in a mixed, pseudorandom order to keep participants’ both 

languages active. 
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2.4 Stimulus presentation and EEG recording 
A previously designed custom-made program written in MATLAB (MatLab Inc.) 

with the Psychtoolbox extension (Kleiner et al., 2007) running on a PC was used 

for the experiments (Navracsics and Sáry, 2013). Stimuli were presented on a 

white background, using black characters in the middle of the screen. The viewing 

distance was set to be the appropriate average viewing distance of a computer 

screen (~ 50 cm). Trials started with the onset of a fixation spot in the middle of 

the screen, which was followed by a stimulus chosen from the pool. The inter-

trial interval was 1 s; the stimulus stayed on the screen for 2 s (exposure time). 

During this time, participants were requested to click the right or left button 

according to the task instructions. Failure to respond in the time window resulted 

in the continuation of the task to the next trial. The task was machine paced to 

ensure the participants' constant level of attention. The program recorded the 

response side (language) and response latency times. Neural activity was recorded 

with a 128-channel EEG system (Biosemi). 

 

2.5 Data analysis 
Incorrect responses were excluded from the analyses (note: for the homographs, 

all responses were regarded as correct since they can be understood in both 

languages). Response times and response languages were averaged separately per 

condition (Hungarian, English, and homograph) for each participant. Language 

bias of homographs was tested by comparing the rate of Hungarian responses to 

50% with Student’s T-test. The mean response times were compared among 

conditions with repeated measures ANOVA, and post hoc testing was performed 

with multiple comparisons. 

The ratio of Hungarian responses for the homographs was calculated across 

participants. This item-wise mean language response was tested for linear 

correlation (Pearson) with the items’ difference between English and Hungarian 

Zipf-frequencies. 

The response times of homograph trials were further divided into two groups 

based on the language decision and averaged per participant. The means were 

compared with a paired Student’s T-test. The linear relationship between response 

time bias (response time difference between Hungarian and English responses to 

homographs) and decision bias (the ratio of Hungarian responses to homographs) 

was assessed by calculating the Pearsons correlation coefficient. 

The EEG data were preprocessed by re-referencing to the average of all 

channels, removing line noise with a band-stop filter around 50Hz and band-pass 

filtering with a 0.5-30 Hz FIR filter. Eye movement artifacts were removed 

manually, observing and excluding noisy ICA components. Stimulus-locked 

epochs were extracted from -1 s to 2 s around stimulus onset time. Epochs were 
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baselined to the mean amplitude in the -200-0 ms pre-stimulus window and finally 

averaged in each channel to obtain ERP waveforms. 

Data from each participant was processed individually, and group-level 

analysis took place with the FieldTrip toolbox in MATLAB. The data were 

compared between the critical conditions (Hungarian vs. English words; 

homographs with Hungarian vs. English responses). We used a dependent 

samples T-test with permutation-based cluster correction (1000 Monte-Carlo 

permutations) across all channels in the 100-600 ms time window to identify 

significant differences in the grand averaged ERP waveforms. This correction 

method analyzes data points in the context of their neighbors in the time and 

location dimensions. Clusters of significant t-statistic (p < 0.05) were considered 

genuinely significant if the cluster size exceeded 97.5% of the randomly permuted 

cluster sizes. 

To compare the N400 component amplitudes, we averaged voltage levels in the 

time window between 380 and 420 ms post-stimulus onset at the D14 electrode 

(roughly corresponding to C1 in a 10-10 system). These amplitude values were 

then averaged by condition (Hungarian, English, and homograph) for each 

participant. Condition effects were evaluated by repeated measures ANOVA and 

multiple comparisons, similar to the response time analyses above. 
 

3. Results 
The experimental data of one participant was lost, and the following results thus 

include data from the remaining 22 participants. 

 

3.1 Behavioral measures 
The mean response language per participant indicated high accuracy for both 

Hungarian (96% correct) and English (98% correct) conditions, whereas the 

homographs indicated a bias towards English responses (29% Hungarian 

response; t(21) = -7.21, p < 0.001) despite the balanced homograph frequencies 

between the two languages (Fig. 1.). 
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Figure 1. Distribution of Hungarian response ratios averaged by participant. The boxes display the 

median, lower, and upper quartiles, and the whiskers extend to the non-outlier minima and maxima. 

Outliers are defined as data points at least 1.5 inter-quartile range from the top or bottom of the boxes. 

 

 
 

We assessed the relationship between each homograph word's mean response 

language and the relative frequency with a Pearson’s test. The coefficient showed 

a strong correlation between the ratio of Hungarian responses and the Hungarian-

English Zipf-frequency difference (Fig. 2.; r(59) = 0.57, p < 0.001). 
 
Figure 2. Linear correlation between relative frequency and the ratio of Hungarian responses for each 

homograph item averaged across participants. The fitted line has an intercept of 0.32 and a slope of 

0.12. Note that the frequency difference is logarithmic; thus, a value of -1 means that the item is 10 

times more frequent in English than in Hungarian, and a value of 2 means that the item is 100 times 

more frequent in Hungarian than in English. 
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The mean correct response times were 768 ms, 772 ms, and 922 ms for the 

Hungarian, English, and homograph conditions, respectively (Fig. 3.). The 

ANOVA yielded a significant effect of language condition (F(2,21) = 52.59, p < 

0.001). The multiple comparisons confirmed that there was no difference in the 

mean response times of Hungarian and English words (p = 0.94, CI = [-34.39, 

26.13]), whereas the homographs produced around 150 ms longer responses than 

the unambiguous words (Hungarian-homograph: p < 0.001, CI = [-211.30, -

98.47]; English-homograph: p < 0.001, CI = [-190.09, -111.42]). 
 

Figure 3. Distribution of correct response times averaged by participants. The boxes display the 

median, lower, and upper quartiles, and the whiskers extend to the non-outlier minima and maxima. 

Outliers are defined as data points at least 1.5 inter-quartile range from the top or bottom of the boxes. 

 

 
The comparison of homograph response times based on language decision 

revealed a difference between Hungarian and English responses (Fig. 4.). 

Hungarian responses took, on average, 995 ms. In contrast, for English, they took 

916 ms, a difference that proved to be significant upon analysis (t(20) = 3.85, p < 

0.001). One participant was excluded from these calculations due to having an 

extremely low number of Hungarian responses (2 out of 60). The Pearson test 

revealed a robust linear correlation between the language bias and response time 

bias of the participants (Fig. 5.; r(20) = -0.84, p < 0.001). This result shows that 

the less a participant responds to homographs as Hungarian, the slower the 

Hungarian responses get. 
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Figure 4. Distribution of homograph response times averaged by participant, based on decision 

language. The boxes display the median, lower, and upper quartiles, and the whiskers extend to the 

non-outlier minima and maxima. Outliers are defined as data points at least 1.5 inter-quartile range 

from the top or bottom of the boxes. 

 

 
 

Figure 5. Linear correlation of language bias and response time difference of homographs. The fitted 

line has its intercept at 263 ms, and the slope is -614 ms. 
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3.2 ERPs of non-homographs 
The ERP waveforms elicited by Hungarian and English words did not seem to 

differ in the early stages of visual word recognition. The occipital P100 and N170 

components are clearly identifiable in the occipital regions (Fig. 6. bottom left), 

and the cluster-based statistics indicate no differences in this time window 

between the two conditions. However, the central electrode sites show a 

difference in the N400 component (Fig. 6. bottom right), with the Hungarian 

words producing larger (more negative) amplitude. This difference belongs to a 

significant cluster, spanning from 300 ms to 500 ms (Fig. 6. top). 
 
Figure 6. (Top) Topoplots representing the ERP difference between Hungarian and English at denoted 

times. Channels with significant contrast are denoted by asterisks (p < 0.01). (Bottom) ERP 

waveforms at the left occipital A10 (left panel) and the central D14 (right panel) channels. The 

shading represents times of significant difference (p < 0.05). 

 

 
 

3.3 ERPs of homographs 
The above-seen N400 difference could not be reproduced with homographs 

recognized as Hungarian or English, although a weak centro-parietal cluster 

emerged around 500 ms after stimulus onset (Fig. 7. top). The occipital and central 

ERP waveforms were not found to differ at any time points (Fig. 7. bottom). 
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Figure 7. (Top) Topoplots representing the ERP difference between Hungarian-regarded and English-

regarded homographs at denoted times. Channels with marginally significant contrast are denoted by 

crosses (p < 0.05). (Bottom) ERP waveforms at the left occipital A10 (left panel) and the central D14 

(right panel) channels. 

 

 
 

 

3.4 N400 components 
The comparison of the mean N400 components revealed a significant effect of 

language condition (Fig. 8.; F(2,21) = 7.79, p = 0.001). The mean component 

amplitudes were -2.34 uV for Hungarian words, -1.49 uV for English words, and 

-1.78 uV for homographs. The only significant contrast upon multiple 

comparisons was seen between Hungarian and English non-homographs (p < 

0.001, CI = [-1.33, -0.39]). 
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Figure 8. Distribution of mean N400 component amplitudes averaged by participants. The boxes 

display the median, lower, and upper quartiles, and the whiskers extend to the non-outlier minima and 

maxima. Outliers are defined as data points at least 1.5 inter-quartile range from the top or bottom of 

the boxes. 

 

 
 

4. Discussion 
The present study investigated a language decision task's behavioral and 

electrophysiological correlates with Hungarian, English, and interlexical 

homograph words. 

Word recognition patterns of orthographically related languages (e.g., English 

and Dutch) are presumably the same on lower levels (orthographic and 

phonological). Still, at higher cognitive levels, recognition is strongly language-

specific in semantics. In orthographically unrelated languages (e.g., Hungarian 

and Chinese), language-specific characters help the recognition process with the 

language decision. The two languages investigated in this paper have the Latin 

alphabet. The majority of letters are identical, but there are some language-

specific letters with diacritics in Hungarian, making it easy to recognize 

Hungarian words at the orthographic level. 

While Hungarian has a shallow writing system based on a consistent mapping 

of graphemes to phonemes, English has a deep writing system that lacks the 

grapheme-phoneme correspondence rule. Hungarian and English are not 

connected typologically. In the case of bilinguals who speak two typologically 

dissimilar languages, the language-specific letter string activates the appropriate 

language instantly since the other language lacks that combination of letters 

(Singleton, 1999). The identification of the two languages had similar activation 

patterns in this investigation of highly skilled bilinguals. Our findings are 
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consistent with those of other researchers who have investigated typologically 

related languages such as Spanish-English (Macizo et al., 2010; Schwartz et al., 

2007) or Dutch-English (Lemhöfer & Dijkstra, 2004; Van Assche et al., 2009). 

Results also show that word recognition activates different parts of the brain 

from stimulus onset to word identification, confirming hypotheses about the 

neurolinguistic and temporal characteristics of bilingual visual word recognition 

(Navracsics & Sáry, 2013; Carreiras et al., 2013; De Groot, 2011). There is no 

significant difference between Hungarian and English word recognition on the 

orthographic-phonological level. It means that participants did not have to put in 

any extra effort to identify the words, implying that word familiarity is important 

in visual word recognition, as claimed by Assadollahi and Pulvermuller (2003), 

Dambacher et al. (2006), and Yum and Law (2021). 

We found that the responses to unambiguous words were equally fast and 

accurate for Hungarian (L1) and English (L2) items. However, the responses 

slowed drastically (~150 ms) for homograph words and showed a bias towards 

English responses, even though, on average, the homograph items were equally 

frequent in both languages. Although the variation in the response language can 

be partly explained by the relative frequency between the two languages, the 

skewed nature of the homograph responses is clear, showing a bias towards 

English. 

The reaction times for homograph items were found to be slower for Hungarian 

responses, in line with the findings of Navracsics and Sáry (2013). This result 

seems to agree with the previously mentioned response bias, an advantage of 

English over Hungarian. The two effects line up nicely, with a robust correlation 

between the language decision preferences and the time cost of Hungarian 

responses. We propose that this bias is indicative of the underlying strategy that 

participants developed during the experiment. The task was likely reformulated 

in many (at least those with a more substantial bias) to decide if a word could be 

English. 

The ERP results might further support this strategy theory, showing a more 

pronounced N400 component for Hungarian words than for English. The N400 is 

widely understood as a surprise signal, having higher amplitudes for unexpected 

stimuli. We propose that the more negative N400 could be a sign of a mismatch 

between the expected and actual language of an item. Since the homographs could 

easily be seen as English, they met the expectation criteria, hence the in-between 

N400 component. 

Alternatively, the elevated N400 could also signify richer semantic 

representations and neighborhoods for Hungarian words. We argue, however, that 

this is less likely since the homographs had an equally high frequency in the 

Hungarian corpus as the non-homograph Hungarian words; if the recognition is 
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invariant to language expectation, then these words should also show an N400 at 

least as prominent as the Hungarian ones. 

The lack of any early differences between the ERP waveform shows that the 

first stages of word recognition do not differ for Hungarian, English, or 

homograph words, or at least not in this experiment. This might be because both 

Latin-based scripts require similar processing steps (perhaps N200 differences 

would arise when comparing alphabetic scripts to syllabaries or left-to-right 

writing systems to right-to-left ones). The most apparent visual difference 

between Hungarian and English scripts is the absence of diacritics in the latter. 

This, apparently, is not enough to elicit a large-scale neural difference detectable 

with ERP. 

Based on the visual word recognition models, the conclusion can be drawn that 

both lexicons of a bilingual individual are active (Dijkstra et al., 1999). The 

processing of interlexical homographs confirms that phonological and semantic 

representations are needed to identify a visual word besides orthographic 

awareness. In the case of written word recognition, phonological activation 

occurs, as was previously stated in the semantic, orthographic, and phonological 

interactive activation model. 

For the co-activation of both lexicons, Lemhöfer and Dijkstra (2004) gave the 

BIA+ model as an explanation. According to BIA+ (Dijkstra & Van Heuven, 

2002), the visual presentation of a word leads to parallel activation of orthographic 

input representations in L1 and L2. These representations activate semantic and 

phonological representations, resulting in complex code interaction. When the 

appropriate language gets selected, the input word is recognized. Moreover, BIA+ 

says that interlexical homographs have separate representations for each 

language. BIA+ furthermore emphasizes that the activation of various lexical 

representations is continuously audited by the task/decision system, which 

supports task execution and decision-making (Green, 1998). 

The reaction time of the recognition of homographs is slower for bilinguals 

since they are exposed to two meanings of homographs. Hsieh et al. (2017) also 

give the BIA and BIA+ models (Dijkstra & Van Heuven, 1998, 2002; Thomas & 

Van Heuven, 2005) as an explanation since all nodes between languages are 

interconnected at the word level, and they mutually inhibit each other. Slower 

reaction times for interlexical homographs suggest that bilinguals face a 

competition of representations from their L1 and L2 during the processing of 

homographs (Hsieh et al., 2017). The data support language non-selectivity, 

meaning there is an automatic co-activation of information in both linguistic 

subsystems. 

The response time of homographs is also longer because processing printed 

words continues until the orthographic word unit is recognized and the 

orthographic representation meets the linguistic properties (phonology, 
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morphology, semantics). According to Carreiras (2013), the boundary line 

between orthographic and linguistics processing is fuzzy at this point. Nazir et al. 

(2004) furthermore explain that high-level considerations form the distributional 

characteristic features of letters in the given language, and the word recognition 

system learns these properties that make reading successful. Words with high-

frequency results in perceptual learning that helps fast and effective word 

recognition, so word frequency also influences word recognition (Frost, 2012; 

Kronbichler, 2004). Neurolinguistic evidence (Simos et al., 2002; Solomyak & 

Marantz, 2010; Szwed et al. (2012) suggests that although high-level linguistic 

information already exists at approximately 100 ms from stimulus onset, the 

visual system responds only to the frequency of letter strings, and lexical and 

phonological features are taken into consideration much later. It also explains why 

the recognition of cognates and interlexical homographs takes a longer time. 

 

5. Conclusion 
The present study provides evidence for co-activation and competition between 

languages in bilingual word processing. In recognition of homographs, answers 

indicate a bias towards English responses. The coefficient revealed a high 

relationship between the ratio of Hungarian replies and the Zipf-frequency 

difference between Hungarian and English. Multiple comparisons confirmed no 

difference in the mean response times of Hungarian and English words, whereas 

homographs produced longer response times. There was no significant difference 

between the two categories in the early stages of recognition, corresponding with 

the orthographic-phonological level. This result indicates the relative ease with 

which the participants can process letter strings from both L1 and L2. However, 

the brain representations of the two languages diverged later. The ERP waveforms 

did not demonstrate any significant variations between items regarded as English 

or Hungarian in the case of the Hungarian-English homographs. Although 

Hungarian and English have different writing systems and are typologically 

unrelated languages, the processing patterns are very similar. Although 

recognizing interlexical homographs does not trigger different processing 

patterns, various cognitive efforts can be observed according to the decision-

making. 

Altogether, we could replicate the homograph effect and found that the 

differences can be at least partly explained by the decision-making strategies of 

the participants. To test our theories, we propose future experiments to control the 

strategy by rephrasing the participants' task to concentrate on one or the other 

language and see if the response bias changes direction. 
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